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Time complexity:  

The time complexity of an algorithm is the amount of computer time it needs to run to 
completion. 

The time T(P) taken by a program P is the sum of the compile time and the run (or 
execution)time. The compile time does not depend on the instance characteristics. 

Therefore, the time complexity of an algorithm is determined by the number of steps it requires 
to compute the function for which it was constructed. 

There are two methods we can figure out how many steps a program needs to take in order to 
solve a specific problem. 

1. Introduction of global variable called count. 

2. To build a table in which we list the total number of steps contributed by each statement. 
 

Examples 

1. Count method: 

 

Eg 1.   Algorithm abc(a, b, c) 

{ 



return a + b + b * c + (a + b - c)/(a + b) + 4.0; 

count = count +1; 

} 

The time complexity is O(1). 

 

 

 

 

 

 



 

 

2. Table Method 

An algorithm's step count is computed by first calculating the total number of times (frequency) that 
each statement is executed overall, as well as the number of steps required for its execution (s/e). The 
s/e of a statement is the amount by which the count differs from the original value as a result of the 
statement's execution. These two numbers are multiplied to determine the contribution of each statement 
as a whole. The total number of steps for the entire algorithm can be found by totalling the from each 
statement. 



 

 

 

 

 

 

 

 

 

 

 

 

 


